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1. Introduction  
Our brain has the ability to combine and interpret the spatial information encoded in both binaural and 
monaural cues, allowing us to localize, segregate, and group sound sources in space [1, 2]. The ability 
to accurately localize sound sources is essential for understanding and following speech in everyday 
situations [3]. It contributes to our capacity to discern between target signal streams and other 
simultaneous sound sources that are regarded as noise.  
Patients with spatial processing disorder (SPD) have a reduced ability to use binaural cues to achieve 
spatial release from masking (SRM) despite (but not necessarily) having normal hearing thresholds [4, 
5]. When binaural cues are available, listeners are expected to have a spatial listening advantage in noise 
of 13-15 dB [6]. However, a person with SPD requires a much higher signal-to-noise ratio (SNR) to 
achieve the same speech reception thresholds (SRTs) than someone with typical spatial processing 
abilities.  
The diagnosis and remediation of auditory processing disorders (APDs) such as SPD are of great 
relevance for all demographics. However, there has been an upsurge in clinical and public awareness of 
the need to develop child-appropriate and accessible procedures and technologies to aid both the 
diagnosis and treatment of these deficits. An important reason for this is their high prevalence in the 
school-aged population. It is estimated that APDs affect around 5% of school-aged children and half of 
all children with learning disorders [7–9], but the true prevalence may be greater due to undiagnosed or 
misdiagnosed cases. Moreover, APDs may hamper academic progress if untreated. In a classroom-like 
listening environment, children with SPD must allocate a disproportionate amount of resources to the 
basic signal encoding tasks, resulting in a decreased availability of resources for higher-order functions 
such as comprehension and memory [10–12].  
The wireless acoustic transmission system or so-called "FM system" is the most common hearing 
assistive device in the classroom. Nevertheless, although SNR-enhancing technology is a necessary first 
step toward creating viable classroom learning environments, it is insufficient to address the challenges 
experienced by children with SPD. When using personal FM receivers, as with every monophonic 
signal, the listener perceives the teacher's voice internalized, i.e., inside or in the middle of their head, 
for several hours a day. This effect is very unnatural, and the prolonged exposure to non-spatialized 
auditory stimuli does not promote the improvement of their binaural hearing abilities [9].  
To address this concern, the research project "ViWer-S" focuses on developing alternative hearing 
assistive technologies (HATs) for school-aged children with SPD. The first approach, "Binaural hearing 
in the classroom," focuses on developing an alternative to the traditional wireless acoustic transmission 
system. We propose a technical solution that allows real-time dynamic binaural presentation of the 
classroom's sound field. Additionally, "Binaural hearing in the virtual world," the second approach of 
our research, focuses on developing applications in virtual reality (VR) to aid the diagnosis of SPD and 
promote the improvement of the listener's binaural listening abilities through auditory training. This 
manuscript summarizes the current state and the following work within the ViWer-S research project. 
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2. Binaural hearing in the classroom  
Our first approach to this concern focuses on developing a technical solution that allows real-time 
dynamic binaural presentation of the classroom's sound field. It consists of a small and portable 
microphone array that can be placed on the child's table. Driven by a small, portable computer, the 
software determines the direction of the sound sources in the room, improves the quality of the signals 
of interest, and transmits them to the child's hearing aid using binaural rendering. Moreover, thanks to 
the integrated head-tracking device, the presented sound field is updated in real-time according to the 
listener's head movements.  
With the proposed system, we assist SPD-affected children in the classroom by presenting them with a 
sound field in which the natural process of auditory attention has fewer obstacles to overcome. This is 
achieved in three steps. First, we identify different sound sources and estimate their direction of arrival 
(DOA) relative to the child's head orientation. The most relevant sources are extracted through acoustic 
beamforming (the term "relevant" will be discussed in Sec. 2.1). Next, these monophonic acoustic 
signals are enhanced so that the amount of background noise is reduced and – in the case of speech – 
their intelligibility is increased. In the last step, the signals are provided with spatial information, so they 
are subjectively localized according to their actual position in the room when presented through hearing 
aids or headphones. 

2.1 Methods 
DOA estimation and source extraction: We utilize a 15-channel 2-dimensional microphone array with 
approximate dimensions of 0.4 m x 0.13 m (WxL). The omnidirectional MEMS microphones are 
double-logarithmically positioned along an arc (Figure 1). We compile acoustic features from signal 
frames of length 32 ms that are input to a deep neural network (DNN) that estimates the DOA of all 
active acoustic sources, producing a new set of DOA estimates for every frame. As input features, we 
use the well-known generalized cross-correlation with phase transform (GCC-PHAT) [13], with the 
time difference limited to 24 samples. These input features are processed by a DNN, consisting of 3 
convolutional layers and 3 fully connected layers, the last being the output layer with 72 neurons. The 
output neurons represent 72 classes that span the azimuthal range between 0 and 355 degrees, with a 5-
degree resolution. The larger the value at an output neuron, the higher the likelihood that sound from an 
acoustic source is arriving from the respective direction. The maxima resulting from the output layer are 
treated as DOA estimates, which are then conveyed to a source tracking mechanism. More information 
on the design and training of the DNN can be found in [14]. Additionally, a super-directive beamformer 
is used to extract the signal from the sound field using all 15 microphones, resulting in a number of 
discrete monophonic signals – one for every detected source. A denoising algorithm is applied to every 
extracted source signal to enhance speech intelligibility.  
Apart from the microphone array, we assume the existence of a body-worn support microphone that is 
close to the teacher's mouth (hereafter called external microphone). We use the external microphone as 
the source for the teacher's speech, and its signal is exploited to aid the estimation of the teacher's 
position. 

Signal presentation: A spatial sound field is generated by convolving the discrete, monophonic source 
signals with head-related transfer functions (HRTFs). After convolution, the new signal is perceived as 
coming from a specific direction outside the listener's head when presented through headphones or 

Figure 1. Prototype of the 15-channel 2-dimensional microphone array placed in front of the child, 
with approximate dimensions of 0.4 m x 0.13 m (WxL). 
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hearing aids. Apart from the extracted sound sources, no other components are considered for the 
presentation, leaving a sound field that is less perceptually demanding for the listener. We use the 
information from a head-tracking device to account for the listener's head movements, providing a stable 
image of the sound sources in the room, even when the head is rotated. All operations must be performed 
in real-time to provide a realistic listening environment without creating a perceptible delay in either 
localization or acoustic processing. Therefore, the DNN is designed to be very efficient, and all 
spatialization and enhancement operations utilize segmented block processing.  
Source relevance: The teacher is the most important acoustic source in the classroom. When the teacher 
is speaking while other sources are active, the teacher is assigned the highest priority in the source 
management mechanism. Besides, it is imperative to retain which tracked sources are allocated to the 
teacher as they are most likely to change their position over time. This knowledge is mainly gathered by 
exploiting the information from the external microphone, primarily dominated by the teacher's speech. 

2.2 Preliminary results 
Preliminary experiments concerning the performance of the DOA estimation algorithm have shown that 
the proposed DNN can provide accurate DOA estimates under realistic acoustic conditions [14]. In 
simulated rooms with classroom dimensions and reverberation, the DNN has produced estimates with a 
precision of approximately 1.5 degrees for single speakers. Studies regarding the enhancement and 
spatialization performance, as well as multi-speaker estimation accuracy in real-time, are planned for 
future work. 

3. Binaural hearing in the virtual world  
As a second approach, we work on developing a series of virtual reality (VR) applications to make the 
diagnosis and remediation of SPD more portable, widely accessible, and less expensive. On the one 
hand, diagnosis is supported by developing applications to assess the binaural listening abilities of 
children in an automated and gamified way. On the other hand, we investigate the potential of VR on 
spatial hearing rehabilitation, developing serious games to train spatial hearing abilities, including sound 
source localization and speech intelligibility tasks.  
This way, children with SPD can train and improve their spatial hearing abilities by playing age-
appropriate games on a standalone head-mounted display at times of their choice, at home, and under 
adult supervision. VR technologies allow us to use state-of-the-art auditory spatialization techniques 
and target spatial cross-modal reorganization through multisensory stimulation, exploiting multisensory 
interactions between audition, vision, touch, and proprioception that are highly relevant for sound source 
localization [15].  

3.1 Methods 
We have recently published the conceptualization and development of an experimental setup designed 
to assess the feasibility of a child-appropriate sound source localization test in VR based on the ERKI 
method [16]. The setup consists of a series of augmented reality (AR) and VR scenarios designed to 
perform controlled virtualization of the measurement procedure [17]. 
Each scenario gives one step toward full virtualization by replacing one test component with its virtual 
counterpart at a time: First, the pointing method, then the audio reproduction, and finally, the visual 
presentation until achieving complete virtualization. With this experimental setup, we can assess the 
listener's sound source localization acuity with an intuitive egocentric pointing method in three different 
audio presentation modalities (loudspeaker-based, binaural headphone-based, or inside a VR 
environment presented over a standalone head-mounted display). We can therefore evaluate and 
understand each test component's influence on the virtualization process and the feasibility of using VR 
as a tool to assess spatial hearing abilities. The reader may refer to [17] for technical details and a 
description of the proposed experimental setup.  

3.2 Preliminary results 
We conducted a listening experiment with 20 normal-hearing adults to evaluate the performance of each 
of the AR and VR scenarios proposed in [17] as directional hearing measurement tools in a repeated 
measure or within-subject study design. A publication with a detailed analysis of the results will follow.  
It is of particular interest to answer whether the performance of the VR application developed in the 
previous work to measure the listeners' binaural sound source localization abilities is equivalent to or 



24. Jahrestagung der Deutschen Gesellschaft für Audiologie, Klinikum Erfurt, 09.-12.03.2022 
 

ViWer-S, Ramírez et al.                     Seite 4  
 

comparable to the ERKI method proposed by Plotz and Schmidt [16]. Following studies are planned to 
evaluate its performance as a directional hearing measurement tool and the reproducibility of its results.  
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